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Goals of this Course 
ÅThis class is a broad introduction to artificial 

intelligence (AI)  
 

o AI is a very broad field with many subareas  

ÅWe will cover many of the primary concepts/ideas  

ÅBut in 15 weeks we canõt cover everything 

ÅClass Web page  
o http://zsi.tech.us.edu.pl/~nowak/bien/index.html/  

 

 

http://www.ics.uci.edu/~smyth/courses/cs271/


3ÖËÈàɀÚɯ+ÌÊÛÜÙÌ 
ÅWhat is intelligence? What is artificial intelligence?  

 

ÅA very brief history of AI  
o Modern successes: Stanley the driving robot  

 

ÅAn AI scorecard  
o How much progress has been made in different aspects of AI  

 

ÅAI in practice  
o Successful applications  

 

ÅThe rational agent view of AI  

 

 



 



What is Artificial 
Intelligence? 

  



Some Definitions (I) 

The exciting new effort to make  

computers think é 

machines with minds,  

in the full literal sense. 

Haugeland, 1985 

(excited but not really useful) 



Some Definitions (II)  

The study of mental faculties through the use 

of computational models. 

Charniak and McDermott, 1985 

A field of study that seeks to explain and  

emulate intelligent behavior in terms of  

computational processes. 

Schalkoff, 1990 

(Applied psychology & philosophy?) 



Some Definitions (III)  
  

 

   The study of how to make 

computers do things at which, at 

the moment, people are better.  

Rich & Knight, 1991 

(I can almost understand this one). 



Outline of the Course  

ÅKnowledge representation:  

o propositional logic  and first-order logic  

o inference in Expert Systems 

o Fuzzy logic  

o Rough  set 

o Machine learning: classification  trees 

o Neural  networks  

o Ohers ? 

 



What is Intelligence? 
Å Intelligence:  

o òthe capacity to learn and solve problemsó (Websters dictionary) 

o in particular,  

Å  the ability to solve novel problems  

Å the ability to act rationally  

Å the ability to act like humans  

 

 

Å  Artificial Intelligence  
o build and understand intelligent entities or agents  

o 2 main approaches: òengineeringó versus òcognitive modelingó 

 



What is Artificial 
Intelligence? 

(John McCarthy, Stanford University ) 

 

Å What is artificial intelligence?  
 It is the science and engineering of making intelligent machines, especially intelligent 

computer programs. It is related to the similar task of using computers to understand 
human intelligence, but AI does not have to confine itself to methods that are 
biologically observable.   

 

Å Yes, but what is intelligence?   
 Intelligence is the computational part of the ability to achieve goals in the world. 

Varying kinds and degrees of intelligence occur in people, many animals and some 
machines.  

 

Å Isn't there a solid definition of intelligence that doesn't depend on relating it to human 
intelligence?  

 Not yet. The problem is that we cannot yet characterize in general what kinds of 
computational procedures we want to call intelligent. We understand some  of the 
mechanisms of intelligence and not others.  
 

Å More in: http://www -formal.stanford.edu/jmc/whatisai/node1.html  



6ÏÈÛɀÚɯÐÕÝÖÓÝÌËɯÐÕɯ
Intelligence? 

ÅAbility to interact with the real world  
o to perceive, understand, and act  

o e.g., speech recognition and understanding and synthesis  

o e.g., image understanding  

o e.g., ability to take actions, have an effect  
 

ÅReasoning and Planning  
o modeling the external world, given input  

o solving new problems, planning, and making decisions  

o ability to deal with unexpected problems, uncertainties  
 

ÅLearning and Adaptation  
o we are continuously learning and adapting  

o our internal models are always being òupdatedó 

Åe.g., a baby learning to categorize and recognize animals  



Academic Disciplines important to AI.  
Å Philosophy   Logic, methods of reasoning, mind as physical  

    system, foundations of learning, language,  
   rationality.  
 

Å Mathematics   Formal representation and proof, 
algorithms,  
   computation, (un)decidability, (in)tractability,  
   probability.  
 

Å Economics   utility, decision theory, rational economic 
agents  
 

Å Neuroscience  neurons as information processing units.  
 

Å Psychology/        how do people behave, perceive, process 
Cognitive Science  information,  represent knowledge.  
         

Å Computer   building fast computers  
engineering  
 

Å Control theory  design systems that maximize an objective  
   function over time  
 

Å Linguistics  knowledge representation, grammar  



History of AI  
Å 1943: early beginnings  

o McCulloch & Pitts: Boolean circuit model of brain  

 
Å 1950: Turing  

o Turing's "Computing Machinery and Intelligenceò 

 
Å 1956: birth of AI  

o Dartmouth meeting: "Artificial Intelligenceò name adopted 

 
Å 1950s: initial promise  

o Early AI programs, including  
o Samuel's checkers program   
o Newell & Simon's Logic Theorist  

 

Å 1955-65: ògreat enthusiasmó 
o Newell and Simon: GPS, general problem solver  
o Gelertner: Geometry Theorem Prover  
o McCarthy: invention of LISP  
     
 



History of AI  
Å1966ñ73: Reality dawns   

o Realization that many AI problems are intractable  
o Limitations of existing neural network methods identified  

ÅNeural network research almost disappears  
 

Å1969ñ85: Adding domain knowledge  
o  Development of knowledge -based systems  
o   Success of rule -based expert systems,  

ÅE.g., DENDRAL, MYCIN 
ÅBut were brittle and did not scale well in practice  

 

Å1986--  Rise of machine learning  
o  Neural networks return to popularity  
o  Major advances in machine learning algorithms and applications  

 

Å1990--  Role of uncertainty  
o Bayesian networks as a knowledge representation framework  

 

Å1995-- AI as Science  
o Integration of learning, reasoning, knowledge representation  
o AI methods used in vision, language, data mining, etc  
  



History of AI  
Å 1943      McCulloch & Pitts: Boolean circuit model of brain  
Å 1950      Turing's "Computing Machinery and Intelligence"  
Å 1956  Dartmouth meeting: "Artificial Intelligence" 

adopted  
Å 1950s Early AI programs, including Samuel's checkers  

  program, Newell & Simon's Logic Theorist,  
  Gelernter's Geometry Engine  

Å 1965  Robinson's complete algorithm for logical 
reasoning  

Å 1966ñ73 AI discovers computational complexity  
  Neural network research almost disappears  

Å 1969ñ79 Early development of knowledge -based systems  
Å 1980--  AI becomes an industry  
Å 1986--  Neural networks return to popularity  
Å 1987-- AI becomes a science  
Å 1995-- The emergence of intelligent agents   



Different Types of Artificial Intelligence  

1. Modeling exactly how humans actually think  
  

2. Modeling exactly how humans actually act  
 

3.Modeling how ideal agents òshould thinkó  

 

4.Modeling how ideal agents òshould actó   
 

 

 

ÅModern AI focuses on the last definition  
o we will also focus on this òengineeringó approach 

o success is judged by how well the agent performs  



6ÏÈÛɀÚɯÐÕÝÖÓÝÌËɯÐÕɯ
Intelligence? 

ÅAbility to interact with the real world  
o to perceive, understand, and act  

o e.g., speech recognition and understanding and synthesis  

o e.g., image understanding  

o e.g., ability to take actions, have an effect  
 

ÅReasoning and Planning  
o modeling the external world, given input  

o solving new problems, planning, and making decisions  

o ability to deal with unexpected problems, uncertainties  
 

ÅLearning and Adaptation  
o we are continuously learning and adapting  

o our internal models are always being òupdatedó 

Åe.g., a baby learning to categorize and recognize animals  



6ÏÈÛɀÚɯÐÕÝÖÓÝÌËɯÐÕɯ(ÕÛÌÓÓÐÎÌÕÊÌȳɯȹÈÎÈÐÕȺ 

ÅPerceiving, recognizing, understanding the real 

world  
 

ÅReasoning and planning about the external world  

 

ÅLearning and adaptation  

 

 

 

ÅSo what general principles should we use to 

achieve these goals?  



Acting humanly: Turing test  

Å Turing (1950) "Computing machinery and intelligenceò 

 

Å "Can machines think?" Ą "Can machines behave intelligently?ò 

 

Å Operational test for intelligent behavior: the Imitation Game  

 

 

 

 

 

 

Å Suggests major components required for AI:  

     - knowledge representation  

     - reasoning,  

     - language/image understanding,  

     - learning  

 

*  Question: is it important that an intelligent system act like a human?  



The Origins of AI  

Å 1950 Alan  Turingõs paper,  Computing  Machinery  and  
Intelligence , described  what  is now  called  òThe Turing Testó.  

 

Å Turing predicted  that  in about  fifty  years "an  average  

interrogator  will not  have  more  than  a  70 percent  chance  of  

making  the  right  identification  after  five  minutes  of  

questioning" .  

 

Å 1957 Newell  and  Simon predicted  that  "Within ten  years  a  

computer  will be  the  world's  chess champion ."  

 



Turing test  

Experimenter  

AI system  

Control  





Eliza, 1965 
Â Patient: You are like my father in some ways. 

Â Doctor: What resemblance do you see? 

Â Patient : You are not very aggressive. 

Â Doctor : What makes you think I am not very aggressive? 

Â Patient : You donôt argue with me. 

Â Doctor : Why do you think I donôt argue with you? 

Â Patient : You are afraid of me. 

Â Doctor : Does it please you to believe I am afraid of you? 

Â Patient : My father is afraid of everybody. 

Â Doctor : What else comes to mind when you think of your father? 

Â Patient : Bullies. 





The Chinese Room 

Set of rules, in 

English, for 

transforming 

phrases 

Chinese 

Writing is 

given to the 

person 

Correct 

Responses 

She does not 

know 

Chinese 



The Chinese Room 

Å So imagine  an  individual  is locked  in a  room  and  given  a  
batch  of  Chinese  writing .   

Å The person  locked  in the  room  does  not  understand  Chinese .  
Next  he  is given  more  Chinese  writing  and  a  set of  rules (in 
English which  he  understands)  on  how  to  collate  the  first set of  
Chinese  characters  with  the  second  set of  Chinese  
characters .   

Å Suppose  the  person  gets  so good  at  manipulating  the  Chinese  
symbols  and  the  rules are  so good,  that  to  those  outside  the  
room  it appears  that  the  person  understands  Chinese .   

Å Searle's point  is that,  he  doesn't  really  understand  Chinese,  it 
really  only  following  a  set of  rules.   

Å Following  this argument,  a  computer  could  never  be  truly 
intelligent,  it is only   manipulating  symbols  that  it really  doesn't  
understand  the  semantic  context . 


